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Outline

● Adapter Tuning for Speech Processing
○ Language Adaptation

○ Adapters for self-supervised speech models

● Prompting for Speech Processing
○ Prompting Speech Decoding Model

○ Prompting Speech Generation language Model
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Adapters
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Adapters Tuning for Speech Processing

Model

output

Backbone model:
● Multilingual Model
● Representation model
● …
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Adapters Tuning for Speech Processing

labeled 
data

Model

output

Adapter

Use labeled data to fine-tune adapters

Backbone model:
● Multilingual Model
● Representation model
● …

Domain adaptation:
● Language adaptation
● Speaker adaptation
● Task adaptation
● … 6



Language Adaptation Adapters for SSL Model

Adapters

1. Speech Recognition
2. Speech Translation

1. Continual Learning
2. Task Adaption
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Adapters
● Multilingual speech 

recognition system

● Multilingual speech 

translation systemLanguage Adaptation
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Adapters
● Multilingual speech 

recognition system

● Multilingual speech 

translation systemLanguage Adaptation
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Adapter for Multilingual Speech Recognition

Kannan, Anjuli, et al. "Large-Scale Multilingual Speech Recognition with a 
Streaming End-to-End Model." Proc. Interspeech 2019 (2019): 2130-2134. 
(INTERSPEECH 2019)

● RNN-T - Multilingual ASR

● Backbone RNN-T is trained on all 
languages (9 Indic Languages)

RNN-Transducer

10



Adapter for Multilingual Speech Recognition

● RNN-T - Multilingual ASR

● Backbone RNN-T is trained on all 
languages (9 Indic Languages)

RNN-Transducer
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Kannan, Anjuli, et al. "Large-Scale Multilingual Speech Recognition with a 
Streaming End-to-End Model." Proc. Interspeech 2019 (2019): 2130-2134. 
(INTERSPEECH 2019)



Adapter for Multilingual Speech Recognition

● RNN-T - Multilingual ASR

● Fine-tune adapter modules for each 

language

RNN-T Encoder
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Adapter for Multilingual Speech Recognition

● language vector: concatenate a one-hot vector at the input of encoder network

Word Error Rate (↓)
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Adapter for Multilingual Speech Recognition

● The performance is further improved with adapters
● the adapter parameters for each language is only 2% (2.5M parameters) 

of the backbone model (120M parameters)

Word Error Rate (↓)
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Adapters
● Multilingual speech 

recognition system

● Multilingual speech 

translation systemLanguage Adaptation
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Adapter for Multilingual Speech Translation

● Language-specific adapters can enable a fully trained multilingual ST 

model to specialize in multiple language pairs

Backbone: Transformer model
● Encoder-Decoder architecture
● Encoder: 12 layers
● Decoder: 6 layers

Le, Hang, et al. "Lightweight Adapter Tuning for Multilingual Speech Translation." Proceedings of the 59th Annual 
Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural 
Language Processing (Volume 2: Short Papers). 2021. (ACL2021) 16



Adapter for Multilingual Speech Translation

● Speech to text translation system 
(from English to 8 target languages) 

● Bilingual ST model > Multilingual ST model

Refine a multilingual speech translation system with adapters

BLEU Score. The higher, the better

Bi.
Multi.
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Adapter for Multilingual Speech Translation

● Multilingual ST are further refined on each language pair with adapter

● Adapter: 1.2M parameters  / Backbone model: 30M parameters

Refine a multilingual speech translation system with adapters

BLEU Score. The higher, the better

Multi.

Adapter

Fine-tune

18



Adapters ● Continual Learning

● Task AdaptationSelf-supervised Learning
Speech Model
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unlabelled 
data

SSL Model

Pre-training

masked

● wav2vec 2.0 - 
contrastive

● HuBERT / WavLM - 
masked prediction
…

20
Baevski et.al., NeurIPS’20
Hsu et.al., TASLP Volume 29

Adapter for SSL Speech Models



Kessler, Samuel, Bethan Thomas, and Salah Karout. "An adapter based pre-training for efficient and scalable self-supervised speech representation 
learning." ICASSP 2022-2022 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2022. (ICASSP 2022)

Wav2Vec 2 

● Original Wav2Vec2 is pre-trained on English dataset
● Adapters for different languages : French, Spanish
● Continual pre-train the Wav2Vec 2 but only update the adapters

Adapter for SSL Speech Models
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Adapter for SSL Speech Models

English French

English
English / 
French
English / 
French

Catastrophic 
forgetting?
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Adapter for SSL Speech Models

warm start: Continuing training the wav2vec 2 on new language
cwav2vec 2: Tuning the adapter for each language 

WER: The lower, the better Catastrophic forgetting

English French

English
English / 
French

Catastrophic 
forgetting?
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Adapters saves computation time and storage 

Adapter for SSL Speech Models
WER: The lower, the better

Same trend can be observed when 
adapting to Spanish speech.

Catastrophic forgetting
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Adapters ● Continual Learning

● Task AdaptationSelf-supervised Learning
Speech Model
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Adapters for Speaker Verification

Peng, Junyi, et al. "Parameter-efficient transfer learning of pre-trained Transformer models for speaker verification using adapters." ICASSP 2023-2023 IEEE International 
Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2023. (ICASSP 2023)

Tuning adapters and speaker 
extractor model on top of 
speech representation model

Ｍix-And-Match Adapter: 
Prefix-tuning + Adapter

Self-supervised 
Speech model

Downstream model:
Speaker extractor model
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Adapters for Speaker Verification

Equal Error Rate (EER). The lower, the betterLM-FT: Large margin fine-tuning 

Fixed

Fine-tuning

Mix-And-Match
Adapter
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Adapters for Speaker Verification

Fusing prefix tuning and bottleneck adapters can perform 
comparable to full fine-tuning with much fewer parameters
(about 8 times fewer parameters) 28



Adapters for Multiple Tasks

labelled 
data

SSL 
Model

Head

● ASR
● Speaker Id.
● Intent Cls.

A
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Adapters for Multiple Tasks

● BitFit: Tuning the bias

● AdapterBias: Using a neural 

networks to generate bias

● Houlsby: Normal down proj., up 

proj. adapter

● Prefix-tuning

● LoRA

Chen, Zih-Ching, et al. "Exploring efficient-tuning methods in 
self-supervised speech models." 2022 IEEE Spoken Language 
Technology Workshop (SLT). IEEE, 2023. (SLT2022) 30



Adapters for Multiple Tasks

● HuBERT + Adapters: The representation of the last layer is fed into the downstream head.
● Fine-tuning only achieve the best performance on Phoneme Recognition
● Different adapter shows different characteristics

Speaker Diarization
Speaker Identification

Phoneme 
Recognition

Slot Filling
Intent
Classification

Keyword
Spotting

Backbone: HuBERT
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Adapter Summary

● Adapters for language adaptation
○ multilingual speech recognition system

○ multilingual speech translation system

● Adapters in Self-supervised speech models
○ continual learning

○ task adaptation
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More adapter works…

https://github.com/ga642381/Speech-Prompts-Adapters 33



Prompting
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Prompting for Speech Processing

labeled 
data

Model

output

Prompt

● Use labeled data to fine-tune Prompt
● The prompt serves as an instruction 

Task instruction
35



Prompt Speech Decoding 
Model

Prompt Speech Generation 
Model

Prompting

1. Prompting Whisper 1. Prompting Generative 
SpeechLM
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Prompting
● Prompting Whisper for 

multiple new tasks

Speech Decoding 
Model
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Whisper model with multitask learning

Multitask learning
Language tags: <|en|> <|zh|>,...
Task tags: <|asr|> <|st|>

Whisper is supervised trained in a 
multitask learning manner
● LID
● Speech recognition
● Speech translation
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Prompting Whisper Model

● AVSR: Audio visual speech recognition
● CS-ASR: Code-switched ASR
● ST: En-> X Speech translation

Prompt design for whisper model to perform multiple tasks

Peng, Puyuan, et al. "Prompting the Hidden Talent of Web-Scale Speech Models for 
Zero-Shot Task Generalization." (INTERSPEECH 2023). 39



Prompting Whisper Model

Providing Whisper with 
visually-conditioned prompt

Audio Visual Speech Recognition
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Prompting Whisper Model

Providing Whisper with 
visually-conditioned prompt

Audio Visual Speech Recognition

Visual information helps when 
Whisper model is not large
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Prompting Whisper Model

Code Switched Speech Recognition

● default: let Whisper perform LID first then perform speech recognition
● concat: <|sot|><|en|><|zh|><|asr|>

default

concat

default

concat
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Prompting Whisper Model

Zero-shot En-X speech translation

● default: <|sot|><|ru|><|st|>
● proposed prompt: <|sot|><|ru|><|asr|>

Whisper has never perform ST 
on these language pairs.
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Prompting
● Prompting Generative 

Speech LM for multiple tasks

Speech Generation 
Language Model 
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Generative Spoken Language Model (GSLM)

71 11 8 59 25
Discrete units

GSLM
HuBERT

71 11 8 59 2

4 40 27 …

Language modeling on discrete units

Prompting Generative Spoken 
Language Model (GSLM)

Quantize

45 Lakhotia et.al., arXiv 21’

Chang, Kai-Wei, et al. "An exploration of prompt tuning on generative spoken language 
model for speech processing tasks." (INTERSPEECH2022)



SpeechPrompt: Prompting Speech LM

Prompts are trainable parameters

46
Chang, Kai-Wei, et al. "An exploration of prompt tuning on generative spoken language 
model for speech processing tasks." (INTERSPEECH2022)

● Keyword spotting
● Intent Classification
● Phoneme Recognition
● ASR
● Slot Filling



SpeechPrompt: Prompting Speech LM

● Speech classification tasks
○ Keyword Spotting (KS)
○ Intent Classification (IC)

● Sequence generation tasks
○ Speech Recognition (ASR)
○ Slot Filling (SF)
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SpeechPrompt: Prompting Speech LM

● outperform / competitive with SOTA: 10 / 14 tasks
● trainable parameters: 0.1 M parameters Chang, Kai-Wei, et al. "SpeechPrompt v2: Prompt Tuning for Speech 

Classification Tasks." arXiv preprint arXiv:2303.00733 (2023). 48

Explore various Speech LM



SpeechGen: Prompting for Speech Generation
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Fixed
trainable

Kai-Wei Chang, Haibin Wu, Yuan-Kwei Wu, Hung-yi Lee. SpeechGen: Unlocking the 
Generative Power of Speech Language Models with Prompts (arXiv 2023)



SpeechGen: Prompting for Speech Generation

Unit BART

Unit Hifi-GAN

50
Kai-Wei Chang, Haibin Wu, Yuan-Kwei Wu, Hung-yi Lee. SpeechGen: Unlocking the 
Generative Power of Speech Language Models with Prompts (arXiv 2023)

Fixed

Fixed

Fixed



SpeechGen for Speech Inpainting

The rainbow is a division of white 
light into many beautiful colors
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SpeechGen for Speech Continuation

52

Black text: seed segment
Red text: Continued by SpeechGen

● Grammatically coherent
● Semantic related



Summary

● Parameter efficient tuning: adapters and prompting

● Adapters for adaptation
○ Language adaptation (e.g. multilingual ASR)
○ Task adaptation (e.g. representation learning)

● Prompting speech model for new tasks
○ Prompting speech decoding models (e.g. Whisper)
○ Prompting speech generative language models (e.g. GSLM, unit BART)

● Learn more: https://github.com/ga642381/Speech-Prompts-Adapters
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